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The shaded areas of the map indicate ESCAP members and associate members.

The Economic and Social Commission for Asia and the Pacific (ESCAP) serves as the United
Nationsd regional hub promoting cooperation among
development. The largest regional intergovernmental platform with 53-member States and 9
associate members, ESCAP has emerged as a strong regional think-tank offering countries sound
analytical products that shed light on the evolving economic, social and environmental dynamics of

the region. The Commi ssi onds strategic focus is to delive
Development, which it does by reinforcing and deepening regional cooperation and integration to
advance connectivity, financi al C 0 0 pearclaand anatysia nd mar
coupled with its policy advisory services, capacity building and technical assistance to governments
aims to support countriesdéd sustainable and inclusiwv
Google's mission is to or gaakeizupivetsdllgacosssiblé addbuseful, nf or ma

and Al is now helping us move closer to this mission than ever before. As part of our commitment to
Al for Social Good, Google is focused on supporting governments, civil society, academia and SMEs
to develop and apply Al for good. Google's partnership with UN-ESCAP is a key pillar of our efforts
to do this in the Asia Pacific region.

The designations employed and the presentation of material on this map do not imply the expression
of any opinion whatsoever on the part of the Secretariat of the United Nations concerning the legal
status of any country, territory, city or area or of its authorities, or concerning the delimitation of its
frontiers or boundaries.
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FORRWORD

The urgency to reach the ambitious Sustainable Development Goals by 2030 requirgs\veainiment

to find more innovative approaches for delivering effective, efficient and fair public services. While
technologies hold great promise for improving government effectiveness and the delivery of public
goods, frontier technologies such as artdidntelligence (Al) offer new opportunities to reimagine how
governments and the public sector can better serve sustainable development needsevBhahg
technologies have the potential to transform the traditional way of doing things across alingoeet
functions and domains.

However, the success of using frontier technology for the delivery of public services cannot be taken
for granted. A new technology often bears the risk of failure because either the technology is not
mature, or the technology is not compatible with its underlying context such as institutional setting.

Although Al is a widely discussed topaclay, case stuiks on how Al is actually applied in the public
sector are rare. This report, therefore, aims to fill the gap and presents case studies on how
governments and the public sector have applied Al to deliver public services. It highlights overarching
patterns and insights across sectors and geographies and provides ceamecific lessons and
recommendations in the individual case studies.

| found the followingfindings in the reporiparticularly inspiringn the context of 2030 Agenda for
Sustainable Developent.

1 InIndia, an Al initiative by local government and Microsoft informs farmers of the best sowing
date to increase crop yield$he bestpart of the projectisthat the investmentequired bythe
farmers to benefit from the technology is minimal: thkky needare a mobile phone capable of
receiving text messagesd a subscription tthe most basic mobile phone servicgslearly, to
make a technologyaccessible andaffordable is a crucial step towards technology for
inclusiveness.

1 In Israel, the "TradeMarker" system, based on Al and other advanced technologies, was
developed by three students who responded to a challenge published by the Israeli Trademark
Office. This case highlightew a competitive selection processay provide a effective way
for discovering and initiating new applications of technology in the delivery of public services.
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9 Several casstudiesin this report highlight the importance of partnerships for the delivery of
public services. While government agencies have the primary responsibility for the delivery of
public services, their partners, especially technology firmsngbin the expertiseand
technologies related to Alecessary for the government initiatives to succeed

Applying Al in the public sector is still at an early stage of development, and it is reasonable to expect
setbacks in Alelated projects. While it is essential to ekdue diligence in implementing such projects,

a trialand-error process may be inevitablia this context it is essential that both governments and the
public accepthe failures as #eneficialpart of the learning process in developing Al solutions.

| hope the ideas and case studies presented in this repdlistimulate thinking on how government

can effectively leverage advanced technologies for innovative and efficient delivery of public services.
In implementing new technologies, we should be bathbitious and humble. Amid a digital revolution,

we should never lose sight of people, planet, prosperity, peace and partnership, as enshrined in the
2030 Agenda. Guided by those ambitions, | am confident that more and more success stories of applying
technologies in the public sector will emerge in the region in the years to come.

Mia Mikic

I\Z\} Mol
Director

Trade, Investment and Innovation Division
United Nations Economic and Social Commission for Asia and Pacific
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I Introduction

This report covers a series of case studies on
applying artificial intelligence (Al) in public service
delivery from Australia, Brazil, India, Israel and
two unnamed! member countries of the
Organisation for Economic ©peration and
Development (OECD). The report features
snapshots from deployments of Al in a variety of
sectors: health, justice, agriculture, environment,
insurance and social welfare.

This introductoy chapter distils some of the
key lessons from the case studies and identifies
recommendations fogovernments looking to
deploy Al in the delivery of public servicd@he
insights can serve as an introductory playbook
for policymakers who are keen to erpé the
possibilities of Al for greater efficiency, fairness
and equity.

Apart from specific findings from individual
case studies, the background research revealed
a few broad insights. Firstly, not all projects in
the public sector are implemented or owd by
government. Citizeded projects can also do an
admirable job of serving the public through
creative solutions. Secondly, industry is often
an intermediary and @ essential partner,
closing gaps in expertise and enabling

governments to  overcome tecthcal
roadblocks. Thirdly, innovative solutions
appear at the intersections of different

stakeholders and approaches: public and
private, technical and social, botteop and
top-down, hightech and low/netech. In other

1 This refers t&Caset, Machine Learning and Policirthe
locations of thenterviewswere confidential.

Artificial Intelligence in the?2|
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words, the process of curating castudies
within the defined scope of public services
delivery revealed some fundamental truths,
such as not all governance emanates from
government, innovation includes public
authorities leveraging and learning from
industry partners and from citizeled
movements, and finally, both external
collaborations and internal champions are
instrumental to success, to safeguard citizens
and to help build trust and literacy in emerging
technologies.

Consequently, this report focuses largely on
governmentled initiatives, yet also includes a
project that does not fall squarely within the
publicsector domain. The report combines
learnings from a range of practices, as well as a
diverse collection of aors, motivations and
narratives. By charting multiple fields of public
service delivery, this report highlights a rich set
of tools, concepts and approaches available to
progressive policymakers in this domain and
shows how public services benefit from a
mixture of approaches.

|l How to use this report

The case studies compiled in this report were
written by contributing researches from

various locationsThese studies are intended
to be a starting point for sharing best practices
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and insights on the usesf Al ingovernment.
When extracting and using recommendations
and success factors from this report,
policymakers should bear in mind the extent to
which specific outcomes were shaped by
national and cultural contexts, by sectoral
attributes and conditions and the various
purposes for which Al was deployed in each of
these cases. Finally, it should be noted that the
GSNXY «a!Lb Kl a y 2
definition, is often used in a broad, nen
technical sense and includes a range of
technologies and subreas such as machine
learning, autonomous systems and complex
information processing. Unless the authors
have expressly defined the scope of Al within
their case, the term should be given its widest
meaning.

Overview of case studies and
findings

1. Farming the future: deployment of
artificial intelligence in the
agricultural sector in Karnataka,

Case onepresents a partnership between
Microsoft, state governments and local
partners in southern India. The publficivate
partnership teamed up to develop predictive Al

services to help smallholder farmers to
improve their crop yields and give them greater

price contrd. Since 2016 three applications

(apps) have been developed and used in these
communities, two of which are discussed in this

case: the Abowing app and the price
forecasting model. The Abwing app
ISYSNI GSR G2LIAYIE az2gAy
recommendatns based on prexisting

dzy” weathelEsbilfahdécropielddats, Lakid St Rent

text messages to farmers with planting advice
in their local language. This case highlights the
merits of revolutionizing baeknd processes,
while retaining a basic endser friendly
interface, and it illustrates the importance of
an inclusive approach. Higlch processes
were used in the analysis of climate and crop
data and lowtech means; SMS text message
delivery¢ were used to communicate with the
farmers. The price forecastingmodel made
predictions about crop yields to facilitate a
non-partisan platform for price forecasting.
The model was deployed for use in 2018. This
case demonstrates the importance of
designingthe Al applicatioraccording tolocal
conditions in emerginga@nomies, rather than
deploying the most sophisticated, statd-the-

art system that may be inaccessible to the
intended target audience.
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Case two looks at an automated Online
Compliance Intervention (OCI) programme
implemented to recover funds being overpaid
to citizens receiving income assistance from
the Australian Government. The OCI system
was deployed to improvelabour-intensive
fraud detection and recover AUD 4.5 billion in
welfare debt for the Government. When there
was a discrepancy between beneficiary
reported income and employeaeported data

in the Australian Tax Office, the OCI system
automatically sent investgion letters to
beneficiaries and eventually filed claims with
third party debt collectors. However, the OCI
system assumed that beneficiaries would have
access to a stable mailing address, be
technologically savvy enough to navigate web
based systems, lep track of pay stubs and
correctly enter complicated financial
information. In this case, rolling out an
automated datamatching process without
factoring in the particular vulnerabilities and
skilksets of the users of the system, had
unintended negativeconsequences. The case
demonstrates that Al implementation that is
targeted at cost savings and/or fraud reduction
should not overlook their endsers. When
such systems are designed withadequate
thought to the (human) impact on the intended

Artificial
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target audence, the public response can be
negative-even if the stated financial goals were
successful. In order to prevent the unintended
consequences from delegitimizing even the
laudable effects of a program, it is critical to
design it with the context and vuérabilities of
users squarely in sight.

3. TradeMarker

tool named
TradeMarker. Students at Ben Gurion
University in Israel developed the Al system,
which decreased the workload and labour time
required of the Trademarks Office of the
Justice Department to handle all incoming
requests for new trademarksTradeMarker
significantly shortened the examination
process of new trademarks request, and it
supported human decision makers, rather than
automating decisions. This case adds to the
growing body of evidence on the immense
value derived from augmentatiorather than
full automation or replacement of labour. Full
automation could result in erroneously
accepting a trademark registration request,
which could have serious legal and financial
consequences. This case highlights the
importance of designing Al thi a view to

Case threeintroduces an Al
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preserving human control, especially when
trust in the system and the authorities is at
stake.

4. Machine learning and policing

. ‘uuui_\u,/\nd..u‘fﬂﬁ

aad |

Case four considers and compares two
predictive policing projects in two unnamed
OECD countries. These projects emphasize the
role and value of human experts in successful
implementation. Machine learning techniques
were applied to ifhouse police data models
for purposes such as traffic accident prediction,
missing person anticipation and burglary
prevention. Here, the outputs of machine
learning systems for tackling crime were
combined with the local, specialist knowledge
of intelligence officers. The case hightigthe
benefits of using machine learning systems to
augment previously laborious activities, such
as crime mapping and profiling, rather than
replacing officers who have valuable
experience and instincts. However, this case

cautions against using dfffie-shelf Al services
without adapting to the local context, as it can
result in cultural and linguistic clashes. In
theory, the system would be easily adapted
from one district to another, but in practice this
model proved to be much harder to migrate.
Words can have different meanings and
associations in different contexts, such as
G/ 21S¢ o0SAy3 dzaSR (2
soft drink as well as the drug cocaine. An
experienced officer can distinguish between
the two based on context, whereas machines
are pone to errors. Officers can help to
reclassify these terms and improve the output
of off-the-shelf systems, but their other duties
usually take higher priority and constrain their
ability to refine machine systems. For
successful outcomes, those individsial
designing and maintaining the Al system
should make the necessary contesgecific
adjustments to meet the needs and means of
the target group.Organizationscarrying out
pilot machine learning projects should
understand the limits of the predictive powe
of these systems and be mindful of the
embedded default settings in systems that
have not beercustomizedfor their particular
uses.

Ay



5. Serenata de Amor Atrtificial
intelligence for financial transparency
in Brazil

Casefive deviates from the other studies by
examining a grassroots effort, rather than a
governmentdriven programme. Serenata de
Amor, an Al initiative led by civil society,
FylrfeasSR
expenditures to flag potential misuses aftgic
funds. These potential misuses were then
shared online via a Twitter chatbot and an
information map. There was also an interactive
website allowing for citizejpolitician dialogue.

In this case, Al was used to analyse more than
3 million publicly lieed reimbursement bills of
politicians, for everything from postal services
to aircraft chartering, to find outliers and abuse
of permitted expenditure limits. In this effort Al
was critical to identify signs of corruption on
the basis of seemingly banalxgenditures.
More than 3 million reimbursement claims
have been analysed, with more than 8,000
cases flagged, more than 600 inquiries and BRL
378,000 (USD 125,000) returned to public
coffers. This case demonstrates the
momentum and attention that can be geed
through crowdsourcing and harnessed towards
outcomes that are not only in the broader

Lldzo f AO RI Gl asSiaa
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public interest but can also result in tangible
financial benefits.

IKeyreconwnendaﬂons

A comparative analysisof the case studies
revealed several key success factors and
recommendationgor policymakerdo consider
when deploying Al in the delivery of public
services. These recommendations highlight
overarching patterns and insights across
sectors and geographies.More substantial,
contextspecificlesoonsand recommendations
aredetailedin the individualcasestudiesin this
report.
2 F 02¥3N£éé
- Clearly define purposesand related
metrics: Before Al services are
developed and deployed, clear
purposesshouldbe defined,aswell as
the metrics necessaryto measure
whether the systemis meeting stated
purposesTakinghe time to be explicit
aboutthe specificproblem(s)that Alis
expectedto solvewill mitigate against
failure due to poorly articulated goals
or performanceindicators.

- Gradually up-scale and make
adiustments after key problems have
surfaced: Gradually up-scale with a
human eye on iteration, recalibration
and coursecorrectionin order to build
trust in emergingtechnologieslike Al.
Auditing the system or service on a
regular basis will ensure that timely
adjustments can prevent larger scale

YSYO6SNAQ
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errorsor deviationsandboostconsumer
confidencen trustworthy systems.

Correctlyalignservicesandusers:Real
valuecanbe addedwhenpolicymakers
make sure that the assumptionsand
models on which Al systens are
designedmatchthe specificneedsand
situationsof their target users.

Combine automation with human
oversight and intervention: In the
developmentprocessand during and
after deployment of Al systems,
experts on the ground should be
involved to evaluate and report key
matters and solutions and make
necessary adjustments, keeping
contextandoutcomesin mind.

Refineand improve existing systems,
rather than eliminating systems
entirely: Successloesnot dependon

an entire overhaul of seemingly
outdated systemsbut is often a mix-

and-match both of upkeep of legacy
systemsand the (partial) introduction

of state-of-the-art new ones.

Allocate resources for upkeep and
optimization, not just setup: Cruciako
successfubutcomesfor Aldeployment
is the labourintensive work of
maintaining all the core elements of
robust Al systemsto ensureresilience
andmeet userexpectations.

Customize ¥ 2thieta K SAl y@tems
for each environment in which they
are used Off-the-shelf Al systemscan
support public service delivery
provided that time, budget and local
knowledgesallocatedto adjustfor the
specific cultural, language and
organizationalcontext in which they
are beingused.
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Case Study 1: Farming the Future: deployment of artificial

intelligence in the agricultural sector in Karnataka, India

Summary and key findings

Authors

Project

Key collaborators

Keywords
Approach/ setup

Outcome

Challenges

Key lessons and
emerging issues

Elonnai Hickok, Arindrajit Basu, Siddharth Sonkar and Pranav M B, (
for Internet and Society, India

Increasing smallholder farmer incomes through two gsses for Al: (1) .
sowing advisory apand(2) commodity price forecasting.

State governments in India; in partnership with Microsoft; and ot
collaborators: International Crops Research Institute for the Séwmd
Tropics (ICRISAT) and aWhere Inc.

agriculture, rural, price forecasting, satellite imaging, mobile apps

An Alsowing app was developed, connectingally collectedainfal data
with third party weatherforecasting models to produce forecasts that col
help identify the ideal week for sowing. Forecasts were turned into !
advisories for participating smallholder farmers. Additionally, the p
forecasting model generatesop yield predictions and prices, which can
used by the government to set the minimum support price for farmers.

Farmers saw a @0 per cent increase in crop yield after using the
sowing app. Farmers interviewed said that tha@visories were helpful it
sowing their crops and managing their land. An increase in yield is exp
to positively impact farmers' quality of life.

1. Infrastructure-- Internet and smartphone penetration in rural Ind
remains limited.

2. Trustand awareness- there was a need to build confidence al
understanding among farmers about the value and veracity of tr
new Al solutions.

1. Grassroots problem solving- bottom-up approaches to finc
opportunities for Al applications to have a meaningful impact.

2. Implementation capacity- a successful Al project depends on 'li
mile' implementation by relevant local groups.

3. Data curation standards- ensure that datasets are sufficient
contextualized and represent the realities on the ground.

4. Frameworks for publiprivate collaborationg frameworks crucially
provide consistency of language, expectations, continuity, capab
building, and sustainability.



B introduction

Although agriculture is aritical sector for
LYRAIFIQa SO2y2YAO
face many challenges including a lack of
modernization of agricultural methods,
fragmented landholdings, erratic rainfgll
overuse of groundwater and a lack of access to
information on weaher, markets and pricing
As state governments create policies and
frameworks to mitigate these challenges, the
role of technology has often come up as a
potential driver of positive change.

Farmers in the southern Indian states of
Karnataka and Andhra &itesh are facing
significant challenges. For hundreds of years,
these farmers have relied on traditional
agricultural methods to make sowing and
harvesting decisions, but now volatile weather
patterns and shifting monsoon seasons are
making such ancient silom obsolete. Farmers
are unable to predict weather patterns or crop
yields accurately, making it difficult for them to
make informed financial and operational
decisions associated with planting and
harvesting. Erratic  weather  patterns
particularly affecthose farmers who reside in
remote areas, cut off from meaningful access
to infrastructure and information. In addition
to a lack of vital weather information, farmers
may lack information about market conditions
and may then sell their crops to intermedlies

at belowmarket prices.

Against this backdrop, the state governments
and local partners in southern India teamed up
with Microsoft to develop predictive Al services
to help smallholder farmers to improve their

Artificial
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crop yields and give them greater pricentrol.
Since 2016 three applications have been
developed and applied for use in these

RS @St zaom@nifias,xwo af whicBrgdiscugsgddadhis

case study: the Adowing app and the price
forecasting modet.

| Arsowing app

Microsoft and a local norprofit, norn
governmental agricultural research
organization, International Crops Research

Institute for the SemArid Tropics (ICRISAT),
collaboratively developedl-sowing app. The
app is powered by Microsoft Cortana
Intelligence Suite and Power Business
Intelligence. The Cortana Intelligence Suite
includes technology that helps to increase the
value of data by converting it into readily
actionable forms' Using this technology, the
app is able to use weather models and data on
local crop yield and rainfall to more asately
predict and advise local farmers on when they
should plant their seeds.

An accurate prediction of crepowing dates
was based on a multifaceted dataset. First,
decades of climate data, rainfall data and 10
years of groundnut sowing progress datasw
collected in Andhra Pradesh. Additional crop
yield information that was manually collected
by ICRISAT field officers in a previous farming
project in the region was also added to the
dataset. Next, the Moisture Adequacy Index
(MAI) was computed usingaktime MAI (from
daily rainfall measurements) and future MAI
calculations (from weather forecasting
models). Daily rainfall data was accumulated
and reported by the Andhra Pradesh State

g2
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Development Planning Society. The weather
forecasting models came fno aWhere Inc., a
United States agricultural intelligence and
agronomic modelling company. This dataset
was combined into the algorithm to produce
localized advisory text messages about optimal
sowing times.

In June 2016, a test pilot for the-&dwing app
was launched with 175 farmers in Andhra
Pradesh® The farmers benefiting from this
application R A R ifid@riiany upfront capital
expenditures such as installing sensors in their
fields or purchasing smartphones, but merely
needed a simple mobile device capable of
receiving text messages. Throughout the
summer, the app sent 10 sowing advisory SMS
messagesdad farmers in their native language,
Telugu. The sowingelated text messages gave
crucial information related to planting times,
weed-management, fertilizer application and
harvesting. Alongside the app, a personalized
village advisory dashboard was settagnable
local government officials to provide insights
about general soil health, fertilizer
recommendations and sevetay weather
forecasts’

An impact assessment of the 175 farmers in the
pilot group reflected a 30 per cent increase in
their crop vyietl per hectare.® Farmers
interviewed regarded the advisory messages as
helpful for protecting their crops and for
effective land preparation, management and
sowing® Further positive outcomes have been
reported by the media, including the potential
for mitigating environmental challenges that
are causing geological and soil ri€ks

In 2017, the pilot was expanded to more than
3,000 farmers in Andhra Pradesh and the

neighbouring state of Karnatakaln 2017, this
expanded group of farmers receiving the- Al
sowing app advisory text messages hada 30
per cent higher yields per hectarfé.These
higher crop yields have the potential to
improve the financial conditions and the
quality of life of farmers in these states. At the
state level, these higher crop yields@a have
the potential for positive impacts. For example,
in Karnataka, 13 per cent of state revenue
comes from agriculture, so increases in crop
yields could potentially significantly bolster the
atlrisQar®rsSozy2yeo

The Adsowing app has produced prelimirlgr
good results among these test groups and has
the potential to reduce labour intensive
processes, increase efficiency and improve
incomes for farmers using this technology.
According to reports from ICRISAT, many more
farmers are showing interest to riser their
mobile phone numbers for receiving the text
message advisories, which indicates growing
enthusiasm for the project* It will be
interesting to follow the development and use
of this application as it continues to scale to
millions more farmerscross the region.

I Price forecasting model

The lack of information about market
conditions is problematic for smallholder
farmers. Farmers often feel compelled to sell
their products to middlemen who exploit this
knowledge asymmetry to theindvantage®®
This is in part because the farmers do not have
the information needed to take informed
decisions about the risk associated with selling



directly in the market as opposed to selling
through middlemen.

Local governments implement loan waiver
schemes and raise minimum support prices in
an effort to assuage the issuedfecting the
farmers. However, these interventionsaot
always address the root causes of the
difficulties that impact smallholder farmers,
such as crop failures, an inability to gret the
right price and enormous amounts of debt. For
example, in July 2018, the national government
bolstered minimum support prices to 150 per
cent of the production cost that was incurred
by the farmer in cultivating kharif cropsYet,
there was a sigificant difference between the
cost that the government set and the actual
cost that the farmer incurred.

India also suffers from inadequate participation
of agricultural produce marketing organizations
that could advise farmers on glohatdojections

of demand and supply in streamlining their
produce in line with the existing demand.
Existing farmer organizations have been
criticized for prioritizing political interests
instead of a scientific approach to price
forecasting. As a result, the was a strong
desire for a norpartisan platform for price
forecasting that could be a potential catalyst for
stabilizing this sector and preventing issued
caused by information asymmetry.

Within the context of the pricing issues, the
Karnataka governent and Microsoft signed a
memorandum of understanding (MoU) in
October 2017 reaffirming their commitment to
creating technologyriented solutions for
farmers and declaring a plaon develop an Al
price forecasting model The Karnataka
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Agricultural Price Commission (KAPC) and
Microsoft worked together to develop a multi
variate commaodity price forecasting model by
combining Al, cloud machine learning, satellite
imaging and other advanced technologies.

The model considers datasets on hbistal
sowing areas, production yields, weather
patterns and other relevant information, and it
uses remote sensing data from getationary
satellite images to predict crop yields at every
stage of the farming process. The resulting
output from the modelincludes predictions
about arrival dates and crop volumes, enabling
local governments and farmers to predict
commodity prices three months in advance for
major crop markets. With this information the
Karnataka government can more accurately
plan head to sethe minimum support price.

According to Microsoft the model is now
scalable, efficient, and ready to be applied to
other crops and to other regions around
India.*® However, as of November 2018, no
concrete updates or impact assessments on
the implementaton of the price forecasting
model in Karnataka have been reported. The
summer 2018 harvest season was the first
season in which the model was applied.
Therefore, results about the use of the model
could potentially be expected in the future.

I Policy recormendations for effective Al

service delivery

The examples discussed in this case study signify
the willingness of the Government of India to
facilitate social prosperity through Al services.
Although the implementation of the two
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examples is still at an dg stage, they have
been hailed as promising success stories for the
use of Al in the agricultural sector. Several
recommendations can be extracted from these
cases, which may be useful for policymakers
when developing an Al strategy for different
aspectsof governance including public service
delivery.

1. It is important to raise awareness
about Al and build trust in the local
community

The widespread use of Al invosree-skilling
and capacitybuilding. Some of this may be very
basic, such as increasing access to the Internet
or mobile phones and augmenting basic
technology education and awareness.
Capacitybuilding will have the spillover effect
of increasing trust innew Al solutions.
Education around these solutions will also
ensure that local groups and communities
make informed decisions about how to best
incorporate Al technology into traditional
practices and processes. Furthermore, it is
important that governmerd seek to actively
build their capacity in Al to avoid dependency
on private companies, not only for the initial
development and implementation of Al
solutions, but also for management and
upkeep of the Al solutions over time. Private
partners, such as Miosoft, could also play a
role in capacitybuilding through trainings,
awareness building and educational material.

2. Establish a framework for working
with the private sector and share
information publicly

The Microsoftindia collaborations in this case
study are an example of an effective public
private partnership to use Al in public service
delivery. Publigrivate partnerships will likely
be an important method of Al public service
delivery because of the specialized expertise
required to use Al techslogy. However,
publicprivate partnerships can raise questions
about accountability and transparency, as the
exact structure of these collaboration may be
unclear to third parties. Exact information
about publieprivate partnerships for Al
serviceds important as they will clarify issues
related to intellectual property, ownership of
data and liability. In all cases of public service
delivery, primary accountability for the use of
Al should lie with governments themselves,
which means governments shouldevklop a
cohesive and uniform framework to regulate
these partnerships. Finally, a lack of publicly
available information makes the analysis of
new Al applications very challenging. More
public information on Al projects will increase
the capacity of locabovernment to analyse
and potentially duplicate or capitalize on the
LINE2SOGQa YSIadzaNIof S
in the creation of an actively conducive
landscape for governments to make educated
decisions for largscale publiesector Al
partnerships

3. Use local expertise to identify gaps
and problems in the community

To ensure a meaningful impact, government
projects should be conceptualized botteup
as opposed to tomlown. A narrow problem
must beidentified,and Al should be optimized
to generate an output tailored to that problem.
This bottomup approach should begin with a

2 dzi



comprehensive grassroots assessment of the
unique challenges in a community. This
ensures not only that the implementation of Al
caters to the specific needs of a particular
environment, but also that the approach

towards realizing Aénabled agriculture is

holistic. Through multiple endeavours by the
governments of Karnataka and Andhra
Pradesh, there was collaboration between
local entites and Microsoft in pinpointing

problems in the agricultural sector and
connecting the right Al solutions to address
those problems.

4. Properly match the capacity of the
users to the implementation of the
Al-driven solution

For Al solutions to be effectilyedeployed for
public service delivery, the capacity of the end
users must be correctly matched to the
technology needed for implementation. In the
case of the Asowing app, simple SMS text
delivered the information, which eliminated
upfront costs or tebnology training for the
farmers. Additionally, the messages were
delivered in the local language, Telugu.

| Conclusion

Both of the Al applications presented in this case
study improved the lives of smallholder farmers
in southern India by bridging inforrtian gaps
and mitigating growing environmental risks.

These Al services have the potential to increase

crop yields, prices and incomes. While tangible
positive results have been calculated in the
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testing phases, use of these applications is still in
the ealy stages. Even at this early stage of
deployment, other policymakers can learn from
key lessons on how to effectively deploy Al in
the public sector based on the initial success.

Appendix¢ Timeline of adopting Akowing
app and priceforecasting model

Alsowing app
1 2009: (preAl) Similar phonbased
weather, planting and agricultural

notifications launched in India witk
sNokia Life tools had more than
subscribers by 2012.

 June 2016: Microsoft andCRISAT
launch test pilot of Abowing app with
175 farmers in the state of

1 January 2017: 175 pilot group farmers
using the Akowing app averaged
per hectare in
the harvest season in 2016.

{1 Early 2017: The Abwing app
in Andhra Pradesh
and neighbouring Karnataka State.

0 InKarnataka, the expansion was

implemented in a t
under the local
T a farming initiative

operating since 2009 aimed at
improving the quality of life of
more than 4 million farmers.
1 Late 2017 to early 2018: the expanded
group of farmers using the Abwing

app recorded an increasa crop yield
of

Price forecasting model
9 October 2017: Microsoft and the
Karnataka Agricultural Price Commission
to collaborate to develop a
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multivariate  agricultural commot)i
price forecasting model, the first of its
kind in India.

November 2018: No further updates
about the progress of the collaboration

or deployment.
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Project Online Compliance Intervention (OCI), an automated algorithmic
recovery system

Key collaborators Centrelink, a welfareagency housed within the Department of Hum
Services of the Australian Government

Keywords welfare, fraud detection, algorithms, automation

Approach/ setup The OCI system relies on datetching algorithms to flag discrepanci

for manualinvestigation. It automatically sends a letter to beneficiar
requesting additional information for every discrepancy detect
Recipients then have 21 days to log onto the myGov online portal to ¢
requested additional information. Failure to respoisdaken as evidenc
of benefit overpayment, and the system automatically assesses a de

Outcomes While the system has saved almost a billion Australian dollars to da
had a high error rate: about one in five people receiving automated lel
did not in fact owe money to Centrelink. The problems were traced nc
the automated system itself, but to the result of interactions with ott
changes across Centrelink

Challenges 1. Scaling took place prematurely, before administrative #ogistical
problems could be identified and addressed.
2. Limited human oversight and avenues for recourse made it difficu
manually resolve problems that arose.
3. Services and users were mismatched, and the system did not res
to the needs and situatianof its target users.

Key lessons and 1. Identify the right purpose and metrics and find the right balai
emerging issues between variables such as cost savings versus ease of use.

2. Deploy new systems with safeguards in place as pilots mayewtify
all potential challenges and implementation must be iterative ¢
resilient.

3. Consider carefully the risks and the rewards of new autome
systems, as automation may dramatically shift the risks and buri
of the errors onto the mostulnerable populations.
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B Introduction

The recent deployment of an automated fraud
detection system in Australibighlights both
the promise and challenges for Governments
seeking to implement automated systems at
scale in production environments. Centrelink,
an Australian welfare agency, tried for years
to identify fraud in a labouintensive process
that was too sbw to properly investigate
every identified discrepancy. Faced with tight
budgets, Centrelink deployed an automated
system to help remove human capacity
bottlenecks, lower costs and recover a
projected AUD 4.5 billion in welfare debt
Since its implement#on, the automated
system has helped clear some of the
significant backlog of payment discrepancies
and helped Centrelink recover substantial
amounts of overpayments. However, the
focus of public scrutiny has been on whether
cost savings should be the prary purpose of
the programme. Although the system showed
similar accuracy to the previous humied
system in determining whether a debt should
be assessed, the implementation created

increasingly automated processes. The
interplay between algorithms and automation
in this case offers important lessons for the
design and deployment of other Al and
automated technologies. More specifically, this
example illustrates valuable lessons for other
Governments as they consider improvements
that automated technologies can bring the
delivery of governmeinservices.

I Case background

Centrelink, also known as the Centrelink
Master Program, is a welfare agency housed
within the Department of Human Services
(DHS) of the Government of Australia. Its main
purpose is to coordinate and deliver
government services such as social security
payments to Australians in need, including but
not limited to retirees, people with disabilities,
students and trainees, rural and remote
populations and indigenous Australians.

As with maly government welfare programmes

in democratic systems, the incentives for fraud,
combined with downward budgetary pressures
and the political expediency of going after those

AAIYATFAOLYyd OKEEtSYy3ISang Zdabudif Yublic Rsburchs ¥ ledl it & I Q:

most vulnerable populatins. In some cases,
this led to people paying debts they did not
actually owe because the process of
challenging the debt was too confusing or
complicated. Centrelink, however, has
continued to refine the system, and the
Government of Australia believesdlsystem
will  provide significant savings while
improving on the previous systeém

While this case is not solely about Al, it deals
with algorithms being deployed within

complex, consumeunfriendly bureucratic
system. Centrelink is no different, struggling
with significant budget cuts and accusations of
draining public resources. The public views of
Centrelink were further damaged when the
agency addressed budget cuts by reducing the
number of onthe-ground staff. The Community
and PublicSector} yA2Yy o6/t {0 [/
main workplace union, estimates that
Centrelink cut 5,000 jobs starting in 2013 as a
result of budget cut. Centrelink used online

N>



resources and automated kiosks at Centrelink
offices to replace many of the frontline
customer services support representatives who
were previously available to answer questions
and help address issues. Understandably, these
changes had an impact on the beleaguered
agency, as consumer complaints increased
dramatically in both 2014 and 2015

It was against this backdrop of cesttting and
consumer  frustration that Centrelink
introduced the automated Online Compliance
Intervention (OCI) system in July 2016 to detect
and recover fraudulent benefits. Prior toeh
introduction of OCI, Centrelink used a data
matching algorithm that compared the income
that beneficiaries reported to DHS to the
income that employers reported to the
Australian Tax Office (ATO). When a
discrepancy was found between the total
annual inome reported by a beneficiary to
DHS and the employaeported amount to
ATO, before deciding to contact individuals a
Centrelink officer would conduct a basic
investigation to determine whether to seek
debt recovery® . With Centrelink officers
reviewing each discrepancy, Centrelink was
able to seek debt recovery on only 20,000
discrepancy cases each year. An audit of 2010
2013 data showed that there were 1 million
discrepancies in the accounts of 800,000
beneficiarie$. In fact, a significant leklog of
discrepancies had built up that far exceeded
the capacity of Centrelink officers to fully
investigate.

In July 2016, Centrelink begarl®00person
pilot of the OCI, a system designed to speed up
the process of identifying and investigating

Artificial

Intelligence inthe 18
Delivery of Public Servicedl

disaepancies. Within a month or two of the
pilots, OCI was released at scale across all of
/| SYGNBftAYy| Qa
on the previous datamatching system. What
OCIl changed was automating the process
following the identification of adiscrepancy.
The OCI system automatically sends a letter
requesting additional information for every
discrepancy. In these letters, OCI directs
beneficiaries to log on to the myGov online
portal within 21 days to enter additional
financial information. Adck of response within
this timeframe is assumed as evidence of
benefits overpayment, and a debt s
automatically assessed. This was eventually
i§SNYSRRéNBO @

The process for determining discrepancies has
an additional complication. DHS collects data
Fo2dzi | 0SYSTFAOAI NBQA
basis, assessing the amount of benefits based
2y Iy AYRAGARdZ f Q&
that period. However, ATO collects data about
Iy AYRA@GARdZ f Q& I
income as reported by the
employer. To address this difference, the
system automatically averaged the aggregate
annual income as reported to ATO over each
fortnight period. However, this process results
in incorrect calculations of debt in a variety of
situations. For exaple, if an individual was

only employed for a part of the year, averaging
the aggregate income over 12 months will not
account for the periods in which the individual

was entitled to full benefits due to

dzy SYLX 28 YSy (o
incomevaried greatly throughout the year, the
average for a given twaveek period might be

greater than the actual income earned during
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the same period on which the benefits were
originally assessed.

By some measures the programme has been a
success. Accordingp DHS, the system has
saved AUD 900 million, with more than AUD
270 million recovered from overpaymerits
The department further predicted that the
system would save AUD 3.7 billion by 20Bly
other measures, OCl| has been far more
controversial. Accolidg to a report by the
Acting Commonwealth Ombudsm3none in
five people who were contacted about a
discrepancy do not in fact owe money to
Centrelink. One of the biggest problems was
that in some cases beneficiaries never received
the letters, triggeringthe debt assessment
automatically when they failed to respond.
Beneficiaries with outdated mailing addresses
or myGov accounts only learned about the
inquiry after the debt had already been issued,
when private debt collectors contracted by the
government demanded payment. Another
issue was that the original letters sent to the
beneficiaries failed to inform the recipient of
essential information, such as that the
recipient could request an extension or
assistance from a compliance officer. It also did
not clarify the process by which the debts were
assessed (in many cases, by averaging the ATO
annual income data). Rather, the letter
requested the recipients to confirm their
annual income data as reported by the ATO,
without explaining that this data coulde
averaged and used to assess debt. Examples of
these letters were published in the
hYodzZRaYl y*Qa NBLR NI

In many cases the challenges that beneficiaries
faced with regard to the OCI system were not
solely due to the automated system itself, but
were ex&erbated as the result of interactions
with other changes across Centrelink. One local
policy expert observed that beneficiaries were
hampered by the fact that Centrelink local and
central offices directed people to online portals
or automated kiosks, makg it difficult to ask
guestions or figure out how to challenge the
findings. In response to these challenges,
Centrelink adjusted the system to delay debt
collection while the debts undergo a review, to
use registered mail to ensure beneficiaries
receivethe letters and to provide more clarity
in the letters by including key details such as
the process of averaging ATO income data,
information about requesting extensions and
assistance from a compliance officer, as well as
a phone number dedicated to OQustomer
support.

I Key challenges

The OCI system aimed to use automated
technologies to recoup unpaid welfare debts at
scale. Such technologies must be designed and
implemented with care to truly reach their
potential. There were three specific instances
in which the Government of Australicould
have made a course correction in developing
and deploying the OCI system to minimize risks
and maximize the benefits of the automated
system. The three points were identified with a
holistic view of the context surrounding the OCI
system, focusingn specific challenges during
the design process and ways that it interacted
with other government processes during its



deployment. This case is not meant to assess
fault, nor to provide a comprehensive list of
challenges related to the OCI system. Instead
this case provides a starting point in thinking
about the complexities involved in designing
automated systems to efficiently deliver
government services, and it should serve as a
foundation for future learning. Each of the
three challenges are summaraéelow.

Scaling at speedThe process of scaling any
kind of system or product is inherently
complex, as even minute problems during a
test run can be amplified exponentially when
systems are implemented at large scales. One
of the key challenges that ¢hOCI system faced
was the significant and rapid jump from a 1
month, 1,000person pilot to a nationwide
rollout. While it is true that no testing process
can perfectly predict all the pitfalls of systems
implemented at scale, the pilot was simply too
smal and too brief when compared with the
approximately 5.1 million people receiving
income assistance in  Australia. The
implementation of the OCI system through
such a rapid scaling process failed to surface
key problems, particularly on vulnerable

populations that were already facing
difficulties navigating technical and
bureaucratic systems. Although the

Government was eventually able to make a
series of changes, it was not before the OCI
system had affected thousands of people in
very significant ways.

Limited human oversight and avenues for
recourse: The OCI system was implemented
against the backdrop of an already heavily
understaffed Centrelink organization. Budget
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cuts forced the department to replace human
customer support staff with online and/or
automated resources. The lack of human
oversight exacerbated the problems the OCI
system introduced, as those accused of welfare
debt found it frustrating at best and impossible
at worst to navigate the myGov online portal
and the automated OCI system. Thesfalian
Council of Sacial Services chief executive, Peter
Davidson, voiced concerns that "people are
paying back debts that they do not owe
because it is too hard to prove that they do not
owe it Had there been more and better
trained customer supporservices available,
more beneficiaries may have been able to
respond to OCI requests for information and
avoided debt collection.

Mismatch between service and users:
Centrelink was designed as an agency to
support  vulnerable populations  within
Australia, mcluding indigenous populations and
rural Australians. The socioeconomic and
geographic conditions of many individuals
belonging to these vulnerable populations
result in limited access to both physical and
digital infrastructure. However, the OCI system
assumes that beneficiaries have a stable
mailing address, that they are technologically
savvy enough to navigate wddased systems,
that they can keep track of pay stubs and
correctly enter complicated financial
information into the system, and so on. Those
assumptions were not well adapted to the
conditions of vulnerable populations. To be
effective, technologies need to be developed
based on an understanding of the needs and
situations of target users.
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I Main messages for policymakers

Identify (the right) purpose and metrics:
Before policymakers develop and deploy
automated systems, it is critical that they
clearly define their purpose and identify the
metrics necessary to measure whether the
system is meeting that purpose. Just as
important is to be sure tht the purpose is the
right one. When Centrelink deployed OCI they
were internally quite clear on their primary
goals: cost savings and maximizing the amount
of debt recovery. In contrast, ease of use and
understandability for their target users, the
Centelink beneficiaries, was admittedly not an
important purpose of the programme. As a
result, the system saved money at the cost of
much public consternation, debate and even
scorn. Since 2016 the discussion has not
focused on whether OCI is achieving its
purpose, because the system has helped clear
some of the significant backlog of payment
discrepancies and helped Centrelink recover
substantial amounts of overpayments. The
discussion about OCI, however, has revolved
around whether cost savings should be the
primary purpose of OCI, particularly when it
created confusion and new compliance
burdens for beneficiaries, and erred toward
false positives that led to debt collection.
Identifying the right purpose is important for
any policy intervention, but it becoes all the
more important when processes are
automated, as there are fewer opportunities in
the enforcement process to assess the
intervention. This is why Centrelink changed
the policy to reintroduce humans into the
system and delay automatic debt collext

whenever
assessment.

a beneficiary challenges an

Deploy new systems with safeguards in place:
When deploying automated systems,
policymakers must be prepared to continually
adjust and amend the system or even reverse
course completely if things go awry
Additionally, they must ensure that
appropriate safeguards are in place for those
who face difficulties with automated systems
during both the testing and deployment stages.
Designing and having a robust testing process
is important, but it is equally iportant to bear

in mind that testing is imperfect. Although
Centrelink initially tried a 1,00person pilot, it
did not identify the full range of challenges that
beneficiaries would actually face when
Centrelink deployed the OCI system at scale.
Accordingi 2 ! dzA G NI £ A} Q&
Agency, the initial letters that the OCI system
sent during its earliest deployment period were
confusing and lacked helpful information such
as ways to contact human officers. Such issues
were not discovered in theilpt, but at scale
Centrelink recognized the extent of the
problems and eventually switched to a better
approach. Centrelink revised the letters and
online portal in response to beneficiary
confusion and complaints. Unfortunately, the
many changes that Caelink implemented
were not retroactive, and the people impacted
by the initial implementatiorhad to bear the
cost of those early mistakes.

Consider carefully and balance the risks and
the rewards of new automated systemgven
when automated systems are as accurate as
human ones, the impact of the technology on

5A3Ad
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its targets (in this case, Australian welfare
recipients) may be quite different. Because of
this, policymakers should pay careful attention
to the consequences automation. Although
OCI was found to be as accurate as the prior
system, OCI dramatically shifted the risks and
the rewards. In the prior system, Centrelink
bore the risk of fraud. Investigating every
discrepancy slowed down the system so much
that they were only recovering only a small
fraction of the potential debt. Under the new
OCl system, much of the risk of fraud
transferred to beneficiaries, who had only 21
days to contest the discrepancy by providing
pay slips dating as far back as 2012. Even when
the notices were sent to the wrong address,
the debt was automatically assessed after the
21-day period and people were forced to begin
paying while contesting the claim (a policy that
was eventually changed). Placing this burden
on beneficiaries enable€entrelink to collect
much more of the potential debt, but
automation at scale meant that many more
people were suddenly bearing the costs of false
positives. Policymakers should watch carefully
how automation can shift the burdens of
government programmesand to whom this
burden is being shifted.

1 Pett and Cosier, 2017

2 Davidson 2017

3Knaus, 2017.

4 Lavolpierre, 2016.

5 Commonwealth Ombudsman, 2017.
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Conclusion

Ly WdzyS wnmys> GKS
Senate Standing Committee on Finance and
Public Administration released a report on
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services, including OCI. The Senators
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automated decision making couldX] with
appropriate  safeguards, make positive
contributions to the delivery of government
a S NIFPAID $hig €ase, however, they were
concerned about the negative impacts the
system had on many Australians. What is clear
from the e)perience of Centrelink is that
automated systems being deployed to digitally
deliver government services should be
designed with an understanding of the target
users, as well as a clear purpose and metrics in
mind. Additionally, such technologies will
inevitably interact with a variety of existing
public and external social, economic, political
and technical systems. To unlock the benefits
of automated technologies, policymakers
should consider how their new automated
systems will interact with other exisij
systems.

6 Belot, 2017

"Whyte, 2018.

8 Parliament of Australia, 2018.
9Belot, 2017.
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Appendix 2A¢ Timeline

Government sought to save money
by reducing human oversight and
automating the system
' Online Compliance
Intervention (OCI) machine -
learning method for raising

13 February 2018: Figures show ed Centrelink
was forced to wipe or change one sixth of

the debts it raised against welfare recipients

in its first year

March 2018: DHS continue d to defend
the OCI debt recovery system (robo -

. . d recovering social security debt), saying it owe
Centrelink complaints an .
) t debt produced savings
increase d by 26% , ovetpayment aens
Aimed to recover AUD 4 billion
July 2015 &
December 2015
2010-2013 2017
\1 July 2014 - July 2015 July 2016 2018
1 9 January 2017: Ombudsman launche di nvesti gation i ntc«
. . debt 1
) ) ) Centrelink complaints evirecovery sysiem )
Centrelink data -matching algorithm found 9 17 January 2017: Governmentplan  ned to expand Centrelink 6 s OC| covenp t

more than 1 million discrepancies in a three -
year period, but Centrelink officers were
unable to keep pace, leading to a backlog

increase by 24%

system to focus on aged pensioners and disability support payments

1 24 January 2017: Unionized Centrelink staff _wrote an open letter  to welfare recipients
agreeing about theaeibnjoustriead eaf byr @I i

I 10 April 2017: Ombudsman found that the Centrelink OCI debt recovery
system wa s not making more errors _ than the old system, though he list ed
problems with the system and call for improvements

I 21 June 2017: Sena te ca lled for suspension of OCI debt recovery system until
its flaws were resolved

T Community Affairs References Committee releas with 21

recommendations to fix the OCI debt recovery system

ed a report

11 October 2017: Government formally reject ed report findings

The Govermment claim ed they ha d largely .implemented changes recommended
by ombudsman

1 November 2017 - January 2 018: Letters about discrepancies were paused
so people _did not receive a debt notice around Christmas



http://www.abc.net.au/news/2017-01-17/labor-calls-for-suspension-of-centrelink-debt-recovery-program/8187934
https://www.theguardian.com/australia-news/2017/jan/25/centrelink-staff-tell-welfare-recipients-they-agree-debt-system-is-unjust-and-callous
https://www.theguardian.com/australia-news/2017/jan/25/centrelink-staff-tell-welfare-recipients-they-agree-debt-system-is-unjust-and-callous
http://www.abc.net.au/news/2017-04-10/centrelink-debt-recovery-system-lacks-transparency-ombudsman/8430184
http://www.abc.net.au/news/2017-04-10/centrelink-debt-recovery-system-lacks-transparency-ombudsman/8430184
http://www.abc.net.au/news/2017-04-10/centrelink-debt-recovery-system-lacks-transparency-ombudsman/8430184
https://www.aph.gov.au/Parliamentary_Business/Committees/Senate/Community_Affairs/SocialWelfareSystem/Report
https://probonoaustralia.com.au/news/2017/10/government-rejects-findings-centrelink-robo-debt-inquiry/
https://probonoaustralia.com.au/news/2017/10/government-rejects-findings-centrelink-robo-debt-inquiry/
https://www.itnews.com.au/news/govt-refuses-to-halt-robodebt-program-475117
https://www.itnews.com.au/news/govt-refuses-to-halt-robodebt-program-475117
https://www.itnews.com.au/news/govt-refuses-to-halt-robodebt-program-475117
https://www.theguardian.com/australia-news/2018/feb/14/centrelink-forced-to-wipe-or-reduce-one-in-six-robo-debts
https://www.theguardian.com/australia-news/2018/feb/14/centrelink-forced-to-wipe-or-reduce-one-in-six-robo-debts
https://www.theguardian.com/australia-news/2018/feb/14/centrelink-forced-to-wipe-or-reduce-one-in-six-robo-debts
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Case Study 3 : TradeMarker

Summary and key findings

Authors

Project

Key collaborators

Keywords

Approach/ setup

Outcomes

Challenges

Key lessons and
emerging issues

Karni Chagéafeferkorn and Eldadaber, University of Haifa, Israel

TradeMarker is a system for detecting similar trademarks to simplify
trademark search and examination process in the Israeli Trademarks
Department.

Israeli Trademarks Department, undée Justice Department, project
developed by students from Be®urion University

trademark examination, similarity detection, machine learning, string
matching

C2NJ 0KS a{(0dzRSyiia [SIFIRAY3 LYy
led by Google and BeBurion UniversityThe Trademarks Department
prepared a description of their challenge along with an invitation for
competitors to solve it. One of the participating teams employed a mi
Al technologies (machine learning, strimgtching, etc. based on the
Trademarks Department databases) and came up with TradeMarker

Justice Department is considering the system for a pilot project, both
internally as well as an open platform for public registrants to search
potential trademark conflicts before submitting a trademark for
registration (forthcoming).

1. New technologies are not exempt from tender procedures and the
Justice Department is prevented from putting TradeMarker to use
before tender procedureare initiated, financing is secured and
TradeMarker is chosen as the winning offer. Other public service
projects are likely to face similar challenges.

2. Bridging the worlds of government service providers and
TradeMarler inventors required a lot of effortiighlighting the value
2F Gt SFENYyAy3 (GKS fFy3dad 3S¢ &L

Competition models are leneficial processor discovering and initiating
new applications of technology in the public service. The competition
eliminated several hurdles and fostered immediate working connectic
between public service representatives and participating technologist
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I Introduction

relevant stakeholders angarticipants for a
more effective usef technology. For example,

Often referred to as "the startizLJ y {1 A 2 yagtificial intelligence (Al) can assist decision

LaAN} StQa LRftAO_YI 1SNA
to promote the private sector in Israel.
Technology could be a significant means of
improving the capabilities and efficiency of the
services provided by the public sector. Many
national programmes, along with initiatives
operated individually by various governmental
agencies, are focused on developing and
implementing innovative technological solutions
to promote economic growth, while
simultaneously offering better and more
efficient services to the general public.

The Government of Israel established the Israel
Innovation Authority in 2016 to promote the
development and use of innovation in the Israel
economy. 2 According to the Innovation
Authority's vision, innovation is a "natural
resource" in Israel and great efforts have been
invested to establish it as a t@nal assef For
SEFYLX S3
initiative to bring the digital revolution to various
public agencies to make the Government
"smarter, faster, and more accessible to
OA i A1 Mngng fother things, the initiative
focuseson digital health, digital economy, digital
welfare and digital educatianand the initiative
includes various support programmes in each of
those fields to digitize relevant services provided
by the Government, build digitized research
plattorms and encowage technological
entrepreneurship. In addition to the endeavours
of governmental departments and public
agencies, various other  departments,
municipalities and organizations are relying
more heavily on digital consultations with

G5A3A0I Huntled NI St ¢

arndaRels tq eolle@t Imgs Suaauntsiicd dekayop f 2 3

public opinions and suggestions and
automatically analge it to produce concrete
actionable insigts.>

Several pilots of Al initiatives have recently
been deployed by various government
ministries in IsraelThis case describes an Al tool
named TradeMarker, which was designed to
significantly improve and expedite the work of the
Israeli Trademarks Degimnent (within thePatent
office), particularly the assessment of requests for
registration of a new trademark applicatiérit
was developed by three students that responded
to a challenge published by the Patent Office as
part of a competition led byGoogle and Ben
Gurion University on "Students leading
Innovation in the Public Service".

| Case background

Aad | 320SNYyYSyi
Under the Israeli Trademarks Ordinance, a

trademark that is either identical or
"misleadingly similar” to a registered trademark
or a wellknown markis not generally eligible to
be registered as a trademaflOne of the most
significant challenges of the trademark
examiner's work is to identify and review a long
list of registered trademarks to determine
whether any of them are misleadingly similar to
the trademark registration request. Currently,
the examination process is conducted
manually, such that each registered trademark
is tagged under international classifications
such as the Vienna Classification (VCL) using
keywords that describe visual afa@teristics of



the marks.® When searching for similar
trademarks, the examiner retrieves all
trademarks classified under the tags that match
the characteristics of the underlying trademark,
focusing on trademarks belonging to the same
goods or services as the underlying trademark.
The examiner then manually reviews the similar
trademarks retrieved to determine the level of
similarity and potential misleading effect.

Given that thousands of trademark applications
are filed each year to the Israeli Trademarks
Department at the Patenbffice, shortening the
examination process may result in a significant
decrease of the average examination time as
well as labour hour§.The Patent Office was one
of several public units that joined a competition,
led by Google and Be@urion University,to
engage students to develop technological
solutions for existing challenges faced by public
service agencies. The competition, "Students
Leading Innovation in the Public Service", started
in 2014 and each year teams of B@nrion
University students are presented with
challenges in the work of a government
department. Following a joint meeting with a
representative of that department, the students
are encouraged to submit proposals for
technological solutions. Some of the proposals
are selected to advaecto the second stage of
the competition, which offers a few months of
mentorship and guidance by B&urion
University staff, as well as the government
department. Winners and participants are
awarded scholarships funded by Google and the
University.

The Ministry of Justice was chosen to
participate in the 20172018 competition, and
the Ministry is in charge of the Israeli
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Trademarks Department within the Patent
Office. Three students, Gal Oren, Idan Mosseri
and Matan Rusanovsk, proposed to use Al
technolagy to improve the process of
examining new trademark applicatioA$The
three students werethen candidates at the
masters and PhD level at B&urion University

in computer science, and they also wedk
together at a national research laboratory.
Their pofessional training at the national
research laboratory (alsopublic-sectorentity)
involved a mentorship programme. Their
supervisors in the research lab agreed that the
three students would devote their working
hours to the patent office competitionoslong

as the product would be granted to the
Trademarks Department free of cost.

The three inventors created TradeMarker using
several commercially available Al tools that included
YIEOKAYS fSINyAy3as
the system based othe trademarks department
databases. TradeMarker is a system potentially
capable of screening existing trademarks and
providing trademarks examiners with quicker and
more accurate search results that may significantly
reduce the length of the examinationgeess. The
system is designed to present the trademark
examiner with marks that are sorted according to
their similarity to the requested mark. Beyond
shortening the length of the examination process,
TradeMarker allows public access to its website.
Thus,any citizen can conduct such a search before
submitting a new trademark application and avoid
wasting their own time.

TradeMarker uses various algorithmic tools to
measure and detect similarities against existing
trademarks. When the system is fed witmew

requested trademark, it produces four lists of

aiNAy3
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trademarks from repositories which resemble the
requested trademark in certain aspects. The
rationale for separating these four lists, as
opposed to creating a single averaged list, is that
each list disglys a different type of comparative
feature, which would be lost if averaged. The four
lists are as follows:

i) The first list uses a Google application
programming interface (API) called Vision
API,  which automatically tags the
requested trademark with different
identifiers, using Google databasgeages.
The system similarly extracts tags for all
existing trademarks. Then, the system
compares the tags of the requested mark
with existing marks, ranking the quality of
the intersections to avoid overfitting and
underfitting. Thus, marks at the top tfe
list will have the best match of tags with
the newly requested mark.

i)  The second list uses Search by Image, a tool
that measures the similarity between a new
image and the images from the repository.
The tool was developed at Clarifai, using
machine  leaning  techniques  and
Computational Neural Networks

i) The third list uses Dice confidence, an
algorithm  which measures  strings
similarities. Using this algorithm, the
system displays similar trademarks based
on the texts contained within.

iv) The fourth list sbws trademarks which are
similar to the requested mark according to
VCL. This is similar to the work of current
examiners at the Trademarks Department
who, as mentioned above, rely on the
Vienna cataloguing method.

Currently, the Ministry of Justice igerested in

a pilot programme for TradeMarker, and they
are considering ways to facilitate the
transaction with the inventorst? However,
some hurdles, such as the need for a tender
proceeding, are holding up the process and will
be discussed in further d&il below. According
to the interview carried out by the authors,
while the system cannot yet be classified as a
success due to the preliminary stage of its use,
several other Al systems designed to improve
the trademark examination process were
tested; towever, all systems were deemed to
be insufficient, because they occasionally failed
to identify relevant and similar trademarks.
Such omissions by the system would result in
erroneously accepting a trademark registration
request, yet the Trademarks Deparent's
tolerance for errors is minimal.

New
Trademark
Google Vision Clarifai Dice Vienna
API Confidence Classification
v \ 4 v
Trademark Trademark Trademark Trademark
list #1 list #2 list #3 list #4

Any similar
Trademark

Figure 1 illustrates TradeMarker's process



I Challenges and insights

Mandatory tender procedures are not compatible
with dynamic technologies:

Although TradeMarker was part of an academic
competition and the inventors agreed to
contribute their output to the Ministry of
Justice, some collateral expenses were
incurred, such as for cloud services. As a result,
the Ministry of Justice was obliged under Israeli
law to conduct tender procedures before
selecting a arvice provider® . Tender
procedures can be lengthy and tedious and may
prevent the Trademarks Department from
putting the TradeMarker system to use before
the tender process is completed. Due to the
dynamic nature of technology, by the time a
tender proces is completed, ongoing
technological developments may render the
winning system irrelevant, and a new tender
identifying technological solutions must be
launched from scratch, thus stalling progress in
the public service.

To solve such hurdles, some dejpaents have
developed a new type of tender process called
Challenge Tenders. In this process, bidders are
not required to offer a fully developed product
in order to win. Rather, the process involves
selecting three promising providers who
suggest potentih ways to overcome the
underlying challenges. The tender then allows
the department to contract with all three for a
limited period of time, while the Government
experiments with the systems and decides
which of the solutions works well in practice.
TradeMarker is currently being examined to
decide whether it could be classified as a
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candidate for a Challenge Tender and could
overcome its current tender procedure hurdle.

Bridging the worlds of government services and
technology: The Trademarks Department
representatives and the TradeMarker inventors
both pointed out that the technology and
trademarks "spheres'were separate. From a
practical perspective, even if the TradeMarker
system worked tremendously well, a potential
barrier to implementation is the l&cof trained
technical staff that know how to work with the
system and solve technical problems as they arise.

From the perspective of developing the
TradeMarker system, according to the interview
conducted by the authors, both parties spoke
"different languages"”, and a collaborative effort
was required to understand the needs of the
client and adapt the system accordingly. First,
the Trademarks Department asked to upgrade
the examination process to make it quicker,
more efficient and not manually based.€lteam

of inventors, unfamiliar with the world of

trademarks, had to understand the existing
examination process and how the Vienna
Classification method operated and learn what
the client did not want*

Furthermore, the inventors initially thougtkitat
the Trademarks Department was hoping for a
system to replace a human examin€r. The
parties then invested time to discuss the client's
expectations and verified that the TradeMarker
system did not need to replace a human
examiner. The Al system ontgeded to assist
the Trademarks Department staff to retrieve
faster and more accurate search results.

Other than the general challenge issued in the
competition, the Trademarks Department did
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not set quantifiable measures for success.
Throughout the proces the inventors
gradually realized how a "match" was found,
what was considered a "good match" and that
the client's main goal was to improve the time
frame of the search. interview with the experts
revealed that this specific project could not
have beenbetter defined in advance because
the aim of the technological solution was
inherently vague and unquantifiable (whether a
certain image was "misleadingly similar" to
another or not). Additionally, both parties
experienced growing pains and had to "learn
the language" spoken by the other party, thus
ongoing communication  between the
Trademarks Department and the student
inventors was very helpful to the process.
Ultimately, the inventors understood the
RSLI NIYSyiQa ySSRa
during the $ages of its development.

I Benefits of the competition model

Interview of the experts reveals that the
structure of the Google and BeBurion
University competition had a major impact on
the successful completion of the project and
improved the prospects of it being
implemented in the public service. The
competition eliminated several hurdles and
created immediate working connections with
the relevant public service representatives,
including the senior management of the Israeli
Trademarkepartment.

In the TradeMarker case, not only was an
immediate  connection with the right

representatives established, but the Trademarks
Department also gave the inventors access to

I Y R

their trademarks database, without which the
system could not have learnetb identify
similarities. The competition also increased the
chances of developing a successful system-well
suited to the needs of the Government by
streamlining regular consultations with the
relevant department, as well as the mentorship
and assistancef faculty members and Google
experts. In addition, the competition model
reached a very large and diverse group of
potential inventors, of varied backgrounds and
original ideas, thus increasing the likelihood of
attracting human capital that would indeatlve
the challenges presented and create a useful
system.

Conclusion

I R2dzauSR UKS aeadusy
This case showed a competition model for the
development of an Al system for publervice
use by private inventors. Such a model may lead
to solutions that would not have beenvented
otherwise, as it enables a private sector
approach that is more flexible and involves
additional resources and human talent. Several
important lessons can be learned from this case
as follows.

First, to understand the needs of pubdiector
professionals who do not necessarily have
programming knowledge, inventors must engage
in dialog with them. Miscommunications and
conflicting expectations may therefore result, as a
consequence of the parties "speaking different
languages". The more complex ttezhnological
solution is (for example, because it involves Al),
the challenges associated with communications
between the inventors and thpublicsectorend-



user may increase. As the case illustrated, it took
several attempts before theinventors fully
realized the client's true needs.

Second, even though the public sector may be
open to Al solutions, it may be difficult for
technologists to reach the 'right' contact persons
inside the Government and initiate the long
process required tdevelop a tailored solution for
public sector needs. The requirement of a formal
tender process before contracting with a private
sector entity may also stall or prevent cooperation
between the public and private sectors. These
delays can be especially ptematic when
dynamic technologies are involved, and time is of
the essence.

Third, a competition model similar to the one
launched in Israel may help to overcome some
of the challenges mentioned above. The
competition model brought the following
benefits:
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(1) Identify and then share challenges for which
technological/ Al solutions might help;

(2) Invest the required time and effort to "learn
the language" of the inventors, including the
limitations of current Al solutions; and

(3) Maintain reglar dialogue with inventors,

even if it is not always certain that the
technological solution will meet the needs of
the public sector.

Finally, particularly when Al is involved, all
parties must be patient and understand that it
will take a long period dime before there is a
mutual understanding about the technological
solution's capabilities, and before the Al solution
is welladapted to the public system's needs.
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Endnotes

1 Senor andsingey 2009.

2 Formerly the Office of the Chief Scientist and
MATIMOP. For further information, see
http://www.matimop.org.il

3 See Israel Innovation Authority,
https://innovationisrael.org.il

4 Digital Israel was formed by government
resolution 1046 on December 15, 2013. See
https://www.gov.il/BlobFolder/policy/1046/he/104
6.pdf Headquarters for the National Digital Israel
Initiative, Ministry of Social Equality,
https://www.qgov.il/en/Departments/digital_israel

5To name a few examples, the digital saltation
process, provided by a private sector company
called 'Insights’, have thus far been used by the
Health Ministry to design national strategy for
encouraging healthy eating habits; by the Prime
Minister's Office to redesign its policies for social
inclusion of Ethiopian citizens, by the Tel
Municipality to design a youth centre and by
numerous other decision makers. For more case
studies see Read our Case Studies,
https://www.insights.us/en/questions

8 For more on the Israeli Trademarks Department,
see generally
https://www.justice.gov.il/en/units/ilpo/departme
nts/trademarks/pages/about.aspx

"Trade Marks Ordinance, 1972 s. 8; 11(9); 11(13);
11(14).

8World IntellectualProperty Organization (WIPO)
Vienna Classification.

9 Israel Patent Office Annual Report, 2016. p. 50.

10 Seehttp://in.bgu.ac.il/lgoogle/Pages/justice.aspx
[in Hebrew].

1 world Intellectual Property Organization (WIPO)
Vienna Classification.

2 |srael Patent Office Annual Report, 2016.
3 Mandatory Tenders Law, 1992.

1 For instance, at first, the inventors tried a
technological approach based on 'K means' that
finds correlation between images. Only after
presenting it to the professionals at the Trademarks
Department, in one of the ongoing meetings
facilitated through he competition, did inventors
realize such an approach is undesirable to the
client, as it would maintain the need to rely in the
Vienna classification and would thus be inefficient.

15 Seehttp://in.bgu.ac.il/google/Pages/justice.aspx
[in Hebrew].
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Case Study 4: Machine learning and  policing

Summary and key findings

Author
Project
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collaborators

Keywords

Approach/
setup

Outcomes

Challenges

Key lessons anc
emerging issues

Michael Veale, University College London, United Kingdom

Machine learning models applied to: (a) predictive policing; and (b) geospatial
predictive mapping in the context of police forces

Two unnamed police forces (one rural, one urban) from two countries in the C
(not the United States).

machine learning, traffic accident prediction, human trafficking mapping, crime
'solvability' estimates, misclassified crimeteletion, missing person anticipation,
geospatial predictive mapping, predictive policinghouse modelling

Both cases used-imouse modelling and drew on weleveloped internal database
systems, instead of connecting databasgtensively from other agencies. For
technical expertise, PhD researchers from nearby universities were engaged to
both to study and reflect on the process as well as to build and deploy systems.

Machine learning models have been testedaptid, and integrated into various

applications, becoming part of the toolkit of these police forces. A lot of learnir
and adaptation has been needed to finme the systems to suit the local contex
and organizational needs, as well as adjust the imstihal practices and process
to get the most out of new systems.

1. Potential social biases in machine learning models require attentive huma
guidance and intervention to recognize, correct and mitigate bias.

2. Connecting local knowledge and exigeice to machine learning systems tak
a lot of time but is critical for effective implementation.

3. Models can be easily moved and used in other districts, but institutional
practices and adaptation on the user end are not as easy to transfer.

4. Models requie maintenance, more so as they grow, but staffing capacity tc
model and maintain them may lag behind.

5. Many of the benefits were 'mundane’ as they had to do with time savings ¢
efficiency gains instead of groutmleaking frontfacing new services.

1. Machine learning models need to be seen and deployed in organizational
context. It is more helpful to ‘connect’ pilot projects into the organization
instead of 'siloing' them.

2. Manage expctations. A lot of the value comes from augmenting and
automating existing tasks instead of necessarily addressing new ones.

3. To avert bias or blind spots, which machine learning models are prone to,
important to have an irdepth understanding of howhe predictive systems
work and where their limits may be.

4. Machine learning systems require ongoing maintenance, management an
contextual adaptation.
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B introduction

This case study considers two organizations
usingmachine learning within a police context.
Machine learning is increasingly found in
policing and crime contexts. There are many
ways that machine learning can be used in
policing such as, to automate tasks done every
day, to augment intelligence, to optize
staffing patterns and scheduling, and more.
Recently, machine learning has often been
ONI YRSR +a WIENLATFTAOAL
technologies described as machine learning or
Al vary from those that have only recently
become possible, to those hich have been
technically feasible for many years.

A number of reasons can be identified for the
growing interest in machine learning in
policing. First, budget reductions or tightening
in many nations have required police forces to
do more with less. Sead, many police forces
are being explicitly tasked with dealing with
new areas, such as social vulnerability or
mental health, which are often not handled
well. Third, digitization of existing police tools
and the increased use of technologies such as
global positioning system (GPS) trackers and
the retention of data they generate, has led to
an increased willingness to explore new ways
of working and informing police action.

Interviews from two particular cases are
presented here in this case studyo enable
informants in these cases to be frank and open
about their practices and challenges, the
locations of these cases are not identified.
Candid discussion with the interviewees helped
to create a full understandingf what went
wrong, what went right ad what can be

learned from the proces$The cases are from
two OECD countries. Given the publicity and
work surrounding the United States concerning
predictive policing systems, the United States is
not one of the countries studied here.

Case Aoncerns a police force responsible for

a relatively large rural region (approximately

5,000 knt and 1.5 million inhabitants). The

police have been developing machine learning

models for a variety of predictive purposes,

LIPSO ALTHRLE MY o ang
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estimates; mlsclassn‘led crime detection; and

missing person anticipation. Two individuals

connected with this project were interviewed.

Case B concerns an urban police force in charge
of a city with a leger metropolitan region of
approximately 2.5 million people. They have
primarily been developing machine learning
models for geospatial predictive mappirig.
Four individuals connected with this project
were interviewed.

This case study was organized tawrmain
themes and lessons from interviews and desk
research. The case study links these to existing
literature and knowledge on this subject.

Much of the focus in academia and civil society
groups in relation to predictive policing has
focused on the prprietary nature of
algorithmic system$.The use of proprietary
algorithms has drawn criticism, as protection
by licensing agreements or contractual terms
has prevented the algorithms from being
examined thoroughly by either civil society or,
in some cases the public sector. These
proprietary systems have proved difficult to
access through approaches such as freedom of



information laws, in part because many police
agencies are using dffie-shelf products of

firms such as PredPol, HunchLab and PreCobs.

5

It is critical to understand that these are not the

only types of systems in existence. Case A and

case B used ihouse modelling to greater or
lesser extent. Both contexts had modelers who
were permanent employees of the police force,
and modelling involve no prominent, hands
on privatesector partner® Both cases also
drew on welldeveloped database systems
internal to their organization, or which were
already regularly used and accessible, rather
than connecting databases extensively from
other agenciesor parts of the public sector.
These datasets were a result of consistent
investment in  technology from the
organizations and made it clear than machine
learning cannot be grafted onto practices
without the prerequisite infrastructure,
research and develapent. This does not mean
that no partners were engaged in the process.
Both cases engaged PhD researchers from
nearby universities to help during their project,
both in studying and reflecting on aspects of
the process, as well as on building and
deploying systems. Case A illustrates
partnership with the local government in the
area to build models around child protection
and with the national government, which
funded some of the work.

This document first considers some of the
challenges and barriers thatmpacted both

cases, and then considers the ways in which
values and outcomes intertwined in the
projects discussed. It concludes with a
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summary of recommendations for future
consideration.

| Challenges and barriers

1 Social biases in machine learning
components

Interviewees pointed to potential social biases
in using offthe-shelf components in their
models which might be at tension with the
dissemination of these technologies smoothly
across the globe. While policing is local, and
dealing with local laws, perceptions and
relationships, machine learning systems can at
times be trained or come packaged with
datasets from elsewhere, which may not
represent or reflect situations on the ground.
In particular, systems using text analysis were
affected by asumptions about the meanings of
words across boundaries. In case A, the
modelers were seeking to make a system that
helped them better identify which crime
records they had misclassified (due, for
example, to the development of a case over
time). One of tle modelers explained how
some of the words and meanings in the system
differed from what they meant in their country
and context.

¢ 2 KSt LI 62N
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early forays into text analytics. The IBM
SPSS Modeler sofare we have comes
with some dictionaries already with a
ONRYS aftlyidsz odzi
not usable for us as they stand. The
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main dictionary is really focused on
terrorism and countetterrorism. But

this means that when it reads the word
Wi aakidAg RSayQi
likely wouldhere, but it associates it

with assault rifles. It also does things
like classify Coke as a soft drink rather
than a drug, as it almost always will
NEFSNI (2 Ay
reclassified about 1,000 dhese but
AGQa NBFHtfte i
my list of priorities at the moment. [...]

We also have to teach these algorithms
GKAy3a tA1S
o2yvyyvyz2yte (2

Identifying these and other errors isportant

so that models can be retrained on accurate
data and meanings. Without this, the records
that are kept are not reflective of the
development of the cases on the ground. This
often requires humans and human effort.
Particularly in fastnoving cass, officers may
forget to reclassify crimes in the computer
system or check that crimes were classified
correctly. For example, a crime may initially be
classed as an assault but later in the
investigation the crime may appear to also
have elements of rapdn some cases, machine
learning may help understand and identify
these errors, but it is still a very difficult task for
a computer to recognize an error, particularly
when it often involves background knowledge
2NJ wO2YY2y asSyasSQo

In these cases, movingmodels across

boundaries or organizations can be a labour
intensive task. As the modeler above recalled,
the conversion of text across cultural context is

G§KS OSNEZ

hardly a priority given the other work they have
been assigned to do. There is a significant risk
that these types of tasks will be neglected

Of | awhen Bulgetihgior time& mode$and expertise.

These tasks may not be straigorward

organizationally even if there is time, as
vocabulary, terms of art, or associations in
meanings of words may vary across or even

2 dzZNJ T N®&itBin ah Sofgénizafion,Slét Rafore  betveenS

countries.

GSNE o2G0G2Y 27
Other elements of knowledge with potential
cultural bias require time, effort and expertise

Wy A & LIS [RrBOt HAERNS dearming sysiggrs do not
Sty wy PRAREL oUPlESg ipag ferms, and so

data scientists and modiers often have to
build their own hypotheses of what may be
wrong or problematic and test it themselves.
This requires being wedlttuned to potential
errors and local specificities and having
methods to hear about and investigate
challenges observed froon-the-ground users
of these systems.

An example of one of these challenges can be
found in case B, where the modeler rejected
the use of a geospatial prediction model for a
particular purpose, because they felt it was
biased against certain demographicogps.
The modeler was concerned that the type of
data that fed into this model, primarily from
phonein complaints would be biased against
such cultural groups based on the type of
people who tended to report such incidents.

G O02YY2y y2ias O2YLX

[nationality] youths, who are outside a
lot, often talking loudly. And the

people that call the police are usually
not [nationality] themselves. So you



might end wup sending police
preemptively  to predominantly
[nationalty] areas more to deal with
O2YLX [ Ayl aodé

1 Embedding in organizational context

Interviewees were concerned about the way
systems they developed were connected to on
the-ground policing practices. This was not
straightforward, as models and their outputs
often do not feed directly intaecisions buare
used as one of many factors in decision
making. A large volume of research literature
shows many attempts to better understand the
conditions under which individuals use
computeraided support and either ove or
underrely on it.” Sometimes, it seems that
individuals may overely on machine learning,
but at other times, they may choose to ignore
it, because, for example, they feel it threatens
their autonomy in their jobs.

What do these two casstudies tell us about
organizational contexts for machine learning
systems? Case B primarily concerns geospatial
predictive mapping and presents an interesting
perspective on this. While a great deal of
literature assumes that police officers will use
the outputs of a machine learning model
without question? this does not appear to be
the way that informants understood the use of
these tools in this setting. The lead of the
system in case B emphasized that local
knowledge was important, particularly in agi

a system in practice, but connecting it was
challenging particularly for issues they had
been unable to solve over recent decades.
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Gt 2t A0S 2FFAOSNER
knowledge. They will test a system,
GSat AyiaStftAaA3asSyoSs
see f it matches with what they think
about a situation. That can take a lot of
time, too. We now tell everyone
explicitly that these tools, these maps,
GKS2QNBE 2dz i
essential we combine them with local
1y26f SRAISH 2 Sbs
have a Ilot of knowledge and
AYF2NXYIGA2Y T 0 dzi
2P0SNJ GKS tFad wn
helped us get rid of some of the big
AaadsSa
fAyS 06SiGsSSy
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To cope with this, they built gecial role in the
force for intelligence officers to augment the
outputs of a machine learning system.

LY LN} OGAOS
there are two per precinct, they
combine this knowledge with local
knowledge, and information from
other soures, such as [ministry].
[Project name] maps are never just
handed out, but always enriched with
f 20! € 1y26ft SR3ISO
stage where all local knowledge gets
back into the maps and the enrichment
process, but we do have procedures in
place. For eample, we ask local
officers, intelligence officers, to look at
the regions of the [project name] maps
which have high predictions of crimes.
They are the people who file or read all
the local reports that are made, as well
as other sources of informatioabout
those areas. They might say they know
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something about the offender for a
string of burglaries, or they might say
that ahigh-risk building is no longer at
such high risk of burglary because they
local government just arranged all the
locksinthatb&a ft RAy3 G2 o685

These individuals treat the machine learning
system as augmenting a previously laborious
part of their job, but not replacing that labour.
Arguably, the use of this model makes human
function even more important, and only with
both the statistical system and the employed
modelaugmenters can any societally useful
gains be realized. Some data cannot be easily
or usefully put into machine learning systems,
particularly data about rare phenomenon,
aspects of crime with little data or daton
attitudes or reactions of citizens and police
officers to technologies or interventions. This
does not mean this knowledge should be
discarded, just that it will require more effort
to incorporate into an entire process. The
challenge here is ensuringthat the
combination of the machine learning model
and any extra information result in a strong and
socially acceptable system, and that together
they do not create new groups or aspects of a
crime phenomenon that are excluded or
under or overemphasized.

When organizations build a machine learning
system, including extra knowledge inputs as in
the case study above, it can be hard to adapt it
to a new institute or context. In case B, the
model was developed in one part of the
country, and there was greatemand for it to

be rolled out nationally. In principle, this was
not a problem. Indeed, the tool had been
developed in the public sector, with public

money, and it seems only sensible that this
should be used to maximum effect, rather than
risk duplicatimmn or risk smaller police forces
being locked in to a venddrought system.
Consequently, individuals in case B were
corficeryed tBakwhite the model could be easily
rolled out in other districts, the institutional
practices that had emerged around responeibl
use of this model would be harder to document
and migrate.

GLT @&2dz otyd G2
precincts, they have to actually invest
in the working process to transform
the models into police patrols. To get
more complete deployment advice [...]
it takesa lot of effort to get people to
do that. What you see is that other
precincts usually well, sometimeg

set up some process but sometimes it
is too pragmatic. What | mean by this is
that the role of those looking at the
maps before passing them to the
planner might be fulfilled by someone
y20 ljdzAGS ljdzr ft ATASR

In case A, a related set of concerns emerged
around the discussion of the performance of
the models being developed and deployed.

OWe have a huge accuracy in our

O2ttAaAz2y NRAT|Z o dz

we have 40 million records and
thankfully very few of them crash, so it
looks like we have 100 per cent
accuracy T which to the senior

managers looks great, bueally, we

only have 20per cent precision. The
only kind of communication | think



people really want or get is if you say
there is a one in five chance of an
accident here tomorrowt that, they
understande

What this means is that when you predict rare
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bad at predicting those quickly changing
events.

Although these models will be of uncertain
predictive usefulness in a changing world, and
uncertainty is likey to be changing over time
and will not be fully understood, trying to
communicate uncertainty faithfully, and doin

eventsWI OOdzNJ} 0eQ asSSvya oS Iﬁ]lssticeK{b K Ryide Fardine R tyl\g)%SN

event only happens every orig-one-hundred
times, then making a simple computer system
that always predicts that it will not happen
(regardless of the input data) will be 99 per
cent accurate on average, even thduguch as
system is obviously useless and has no real
predictive power or skill. A lot of what the
police want to do is to predict these kinds of
rare events, so it is important to move the
RAaOdzaaArzy 0Se2yR
Unfortunately, this becoms harder and harder
to understand, as the concepts involved
become arcane and unfamiliar. The concepts
may not have been taught well or at all during

0KS ljdzZt yGAGr GAGS
training or in average university degree
programmes.

This concern highlights that some of the
nuances of machine learning systems and
prediction can be difficult to communicate.
Rare event detection is a hard thing for any
statistical system to do for a number of
reasons. Phenomena, like the way that crime
worksin a particular city, often change rapidly.
Attractive targets, enforcement practices, laws
and criminal groups are all moving targets.
Machine learning systems need examples of
real crimet Wi NXzS IrJ2oderri fho@ ®3& Q
make a good model, but onlyfew of these will
ever be found before the phenomena
change'® This means that models can be very

_Government of the Netheainds: a framework

I & LIS O 2T F A NI2

uncertainty in modelling, is very important for
the policy process! Yet this communication
canbe difficult in practice, particularly across
cultures, disciplines or domains. Even if
modelers learn to better communicate
uncertainty in ways that a lay person can
understand, this does not mean that everybody
understands risk and uncertainty in the sam
way. In many roles, certainty js the cugrency of

0s N%fﬁe, yfet7‘itcl i§ impqdrkarg Qéjzr %Ii?eét a%b

certainty is not at all what machine learning
techniques offer. An interesting and potentially
useful tool here has been produced by the
to gnalyze Tnaml) diffel‘r‘]e%tfty%e% gf uncertainty

in computational models for policymakets.

Case A also emphasized the difficulty in
maintaining models, in addition to creating
them. The primary modeler highlighted that
there was an organ&ional assumption that
once the model had been made, it would need
very little upkeep and the modeler would be
available to make a new model when required.
However, this is often far from the truth. The
NEaSlINOK fA0dSNI (dzNS
machine éarning argues that creating and
deploying machine learning models also create
GRSo0¢ Ay GSN¥Xa 2F 62N
maintain the models in the futur&.
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G¢KS (GNRdzoftS Aa GKlstart. ToeNmustzhe SkpecedS id delivier a
IANR gAY I o0dzi 2 dzNJ Y 2 RofobluctAtyad wilk awaysT work,a uyadeil dil,
. 2dz O yrodice & dzadél and changing situations.
tSIF3S Al G GKIGTZ AGQa Fy FOGAGS STF2NI (2
YEAYGEAY FyYR dLIRF G S G Ao BERPEER pfIMlY praFent 4
maintaining so much that it will really when the modelllng team attempted to make a
NBaGNRAOG Y& FoAfade YFEM P PRte updergiang gngl paligngte
locations for modern slavery and human
1 Feedback loops in public sector trafficking.
machine learning
GC¢KFy1FdzZte S ol NSt @&
of human trafficking. But someone at
The case studies s shone light on how intel got a tipoff andlooked into cases
feedback loops can impact effective systems. .y OF NJ 61 AKSAS 580

The assumption underpinning machine
learning systems in the private sector,
especially online, is that data collection can be
statistically separated from model use. They
assume that using model that is built does not
OKlIy3aS G4KS RIFGF GKS
future. This is a very problematic assumption
for public sector use of machine learning, as
LJdzo f A O
in extreme ways that (many) private sec
decisions do not. Many, although not all,
advertising models or insurance models might
not change the world to such a great degree as
they might affect the data collection processes
later on. Public sector machine learning
however, especially higktakes machine
learning processes such as policing, can violate
this assumption.

What are the consequences of this?
Organizations need to link the way they use
models to the ways in which they train and
build them. Modelers and machine learning
designers mudbe deeply connected to athe-

ground deployment, and involved throughout
the lifetime of a project, not just used at the

aSOUi2NI RSOAaA2ya

really investigated those much. But
now when we try to model human
trafficking we only see human
trafficking being predicted at car
washes, which suddenly seem very

62 NI RhlgHJr'is‘u\ls% Ig)égéﬁ)sg 8f ﬁ%creé\lsgd mféIK S

5SQBS SaaSydaAartte
that tell us where car washes are. This

Ot k}{]d Af Igof) é Qalfd to%?%‘p% I"IJEO ﬁ\&g
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In this case, the modelling process assumed the
data were collected at random, as if police
officershad investigated premises by rolling dice
to choose house numbers. The model did not
respond to cases where investigations were
targeted based on external intelligence, and this
had disastrous knoein effects for the success
and utility of the deployed mwdel. The model was
unable to provide any useful new knowledge.
This highlights the need for close organizational
and cultural links with all parts of an organization
involved in data collection, processing and use.
This is difficult, given that organizatis are often
GNEAY3I (2 0SRORWNBSWR NBY WR
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of areas at once, and may lack a clear plan for
how a range of pilot projects and initiatives using
secondary data line up.

1 Values and outcomes
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G2 KFd ¢S y20A0SR Aa
often disappointing to those involved.
They often looked attem and thought
they looked similar to the maps that
they were drawing up before with

Fyrfeataod | 26SOSNE (K
, . . . the pointt the maps we were makin
As with manypublic-sector machine learning P _ P .g
. were automatic, so we were savmg
sydems, both case studies are beyond the & N ' QA Y 8D
SIENIAS&ad WLAt206Q adrk3sSa odqu?l\Ig %\ )\y ST NI e
of deployment and they are in widespread use.  Many concerns around predictive oaimes or
Insights can still be shared regarding the values  criminality of particular individualsrdcial or
at the core of these approaches. sociodemographic profiling) Yet as case B
illustrates, operational needs often come first
Both cases sought sutomate parts of what was o _ ) _
. . . in highcapacity police forces, and machine
already done, rather than imagine that entirely ) _ _ o
- _ learning replicates or slowly builds on existing
new insights or processes could be made using ] o
. . . capacity, ratler than revolutionizing the
machine learning systems. Case A emphasized:
approach.
G2 KEG 6S I NB &1 AY 3caséA &dfadvidefa?ray & Burpdsds and tools
the same as the analytical teams  than case B. To show value, modelers in case A
It NBFRe R2® {2 AY |dokell Ht spaciid/ isé&s and dbitrated to
analyzing new things. For example, we  managers the value the system would have had
might be assessing who is likely to in a known instance.
commit burglaries, something we can
I f NSFRe& R23X o0dzi y2¢ AGQa YdzOK St aiSNp®
And this means we are still following & L y A codtd Wefe&high though, so
the regulations and rules that were showing the benefits to leaders in pilot
built around these analyses before cases was really important. One main
GKSe@ ¢gSNB Lizi 2y d2 2 dzNJwaye del 8idr dhs was by looking
_ retrospectively T could you predict
Case B also had a clear set of values concerning something, even a murder, which you
wariness of panaceas or full automation. The 62dA Ry Qi KI @8 20 KSND A
focus was on automating wat was easily did actualy demonstrate that yes, this
automatable and adding human elements to would have predicted a particular
what was not: augmentation rather than murder, and that was really a wow
replacement. This was summed up by one moment for many of the leadership
modeler as follows: teamt 6263 fS0iQa IADS (K
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These approaches highlight a key consideration
in machine learning systems: that it cae b
important (albeit difficult) to show the value of
technologies or approaches which have not
been deployed yet. This may involve
reconsidering, or at the very least, adapting
existing frameworks for demonstrating the
value of investments to give them sgato be
more explorative or innovative. Some
researchers have proposed the idea of

predicted harm locations, the top
@21t dzyS 27

These new methods of evaluation and
appraisal will likely be different for every
application, but it is impo#gnt for any public
agency to be open to being inventive or
innovative around how they assess the value,
including the social value, of such technologies.

SELISNAYSYy Gt 1 WheReLd@ldhEi A2y f AG&Q

interventions are given greater leeway to prove
themselves useful and socially beneficial, often
with a declared cubff time for review,
reconsideration or retiring of a systeth.

In case A, modelers did find, however, that
getting access to hardware and software was
significantly more challenging. Different parts
of the organization were not used to the
requests they were makingsuch as for more
servers or more computing power or time), and
this was somewhat of an ongoing
organizational battle for the team at the time
of interviews.

Another way that case A demonstrated value
was by looking at the costs of attendance of
police forces for particular courses of action
recommended by their predictive systems
alongside the user interface.

az
not of investigation,

42 SQ@S I ¢
attendance t
dKFGQa
which can help us monitor from the
sense of cas and planning and
resource allocationSo,you can view
the top cost locations, the top

B Recommendations for consideration

Case A and caseB highlight a variety of
challenges in the creation and deployment of
machine learning systems. Perhaps most of all,
they emphasize how these systems must be
seen in an organizational context. When
models are developed ihouse or with
vendors/partners theymay be difficult to
integrate with other parts of the organization.
Organizations carrying out pilot machine
learning projects shoulde given resources,
access and authority to discuss their needs and
interconnections widely within an
organization, rathe than silo them until they
GLINE @GS GKSYaStgSa¢o

Secondly, organizations should not be afraid if
the outputs from their models are not showing
anything fantastic, new and unknown.
Automating the rote tasks, and allowing human

O2 & U S Ranalyst§ B augénéitbem, Rafee time and

resources in unexpected ways, and may even

Y dzOd thek $cdl® S NJ he much better for tackling departmental and
YASEAZYE
aea

2NBFYATFGAZ2Y L €
odzZf £ SiG¢ LINB R AQbgarfizatibns

carrying out pilot machine learning projects
should not imagine tht these systems can
predict everything. Instead they should think

I OOARSYy(a®é
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about how modestly performing systems may
be integrated effectively into broader
processes to make them better as a whole,
such as by freeing up expert time.

Thirdly, organizations need to carefully
consider how they discuss uncertainty and
performance with different levels of
management. This is critical in many ways, as
without a good understanding of the limits of
systems and the data that they rely on and
work with, and how well they actually work on
the ground (and for whom), they will be
unlikely to effectively tackle tricky public sector
challenges.Organizations carrying out pilot
machine learning projects should train
managers and modelers at all levels in how
uncertainty and predictive systems function,
emphasizing lucidly what questions to ask and
what difficult performance metrics (such as
precision and recall) mean in practice.

Endnotes

! More interviews from the same study, with

further insights in fields beyond policing, can be
found in the following peereviewed,open access
research paper: Veale, Kleek, and Binns, 2018.

2 Empirical data collection for this work received
approval from the Research Ethics Committee of
University College London (7617/001).

8 This is a similar system to PredPol, or much

earlier, highly similar technologies such as ProMap
in the UK but were developed-imouse by the

force. See, Johnson, Shane et al. 2009 and Shane et
al. 2007.

4 Pasquale, 2015.

5Oswald and Grace, 2016; and Brauneis and
Goodman, 2018.
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Lastly, organizations must set aside enough time
for the maintenance and management of these

systems, including the adaptation of new systems
to different organizational and cultural context

Organizations carrying out pilot machine
learning projects shouldbe realistic about the
time and effort maintaining and adapting
models will take. They should build mechanisms
to allow the modelers themselves to request
further resources, particularly where the ethical
and cultural stakes are high.

6 Case A did usewasual machine learning platform
supplied by IBM, IBM SPSS Modeler, but the
modelling was not preupplied.

" Skitka, Mosier and Burdick, 1999; Dzindolet,
Peterson, Pomranky, Pierce and Beck, 2003; and
Yang et al. 2016.

8Veale, Kleek and Binns, 2018.
°Ersign et al. 2018.
W, fA20F AGTZ
11 petersen, 2012.

12 petersen et al. 2013.
B3 Morgenthaler et al. 2012; and Sculley et al. 2015.
14 Oswald et al. 2018.
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Case Study 5: Serenata de Amor - Atrtificial intelligence for financial
transparency in Brazil

Summary and key findings

Authors

Project

Key collaborators

Keywords

Approach

Outcomes

Challenges

Key lessons and
emerging issues

Fabro Steibel and Ana Lara Mangeth, The Institute for Technology an
Society of Rio de Janeiro, Brazil

Serenata de Amor, a civil sociééd initiative that analyses public
RFGFrasSia 2F O2y3aINBaa YSYoSNESQoS
public funds.

Private citizens and volunteers

civil society, crowdsourcing, Al, public accountability, transparency, pt
spending, public data

tdzof AOft & | @FAflIofS ReEexpanditBesare 2 F
analyzed using Al, shared online via a Twitter chatbot and an informati
map, with an interactive website to facilitate citizgolitician dialogue
and interactive analytial tools for citizensto analz LJ2 f A G A OA

More than 3 million reimbursement claims have been apady with more
than 8,000 cases flagged, more than 600 inquiries and BRL 378,000 (
125,000) returned to public coffers (https://serenata.ai/explore/).

1 Enforcemenfollow-up -- while the system could flag cases for
investigation, the public enforcement/ investigative unit was
sometimes unwilling to investigate the cases flagged, arguing that
some of the expenses involved were too small to justify the cost of
investigation.

1 Unreliable data- while key datasets were public by law, some of
GKSY 6SNB 2yfteée | 00SaairofsS (KNI
barriers to open data, limiting the system's ability to make use of
them.

1. Potential use of Al to support crowdsourced data journalism,
promoting active public debate and empowering citizens to hold
Governments accountable.

2. The delivery of some public services through citizen initiatives, usi
opensource code and tools, civiolunteers and public datasets can
expand the range of public services available to a population beyo
those traditionally offered by professional public servants.



B introduction

In 2016 in Brazil reinitiative called Serenataed
Amor be@n using Al techniques tanalyz
Lldzot AO RFGFasSida 27
expenditures, and to create narratives that
inform the public of outliers, and of possible
misuses of public funds. The Al results are
shared online, using a Twitter account and an
interactive websitethat enables cizens and
politicians to engage and converse. The
initiative also makes civic tools available to
interested citizens who wish to explore how
politicians are spending their money. Beyond
this, the system is now being used to look into
more complex cases, su@s public contracts
entered into by cities. This initiative continues
to be supported by small amounts of money
raised through crowdsourcing and by a
volunteer group of more than 500 data
scientists who  built the algorithm
collaboratively, as part of ampen source
based project.

The methodology used in this case study was a
combination of semstructured interviews of
project coordinators at Serenata de Amor, as
well as analysis of social media, open source
hubs and data portals used by the project.
From the perspective of using Al to improve
public services, the study provides insights into
how Governments can leverage Al for public
service delivery and address the possible
privacy challenges involved in using the same
Al techniques beyond public expehdie data

of public officials.

Artificial
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I About the project

This initiative started in 2016 and was designed
to audit public expenditures of congress
¢t KS
to lower the cost and increase the efficiency of
finding misuse ofpublic money by congress
members, as part of their monthly
reimbursements of expenses. The project
commenced after an online crowdsourcing
campaign on the Brazilian website, Catarse,
paid for the first pilot. Since then, a continuous
crowdsourcing  account has  provided
approximately BRL 10,000 (USD 3,500) to pay
for project expenses? The project is also
supported by volunteer contributions of
a2FUol NB O2RS Ayi?z
account, and it has a group of more than 600
participants on Telegram. In 2018, Open
Knowledge Brazil also started to support the
project, with one dedicad data scientist.
Funders, partners and budget reports are
LJdzo f AAKSR LISNA2RAOLT @

I The use of Al by Serenata de Amor

The main use of Al techniques by Serenata de
Amor is to audit public accounts and enhance
transparency. It uses datasets made available by
the Lower House of the Congress, and includes
all reimbursements made by politicians as part
of their Parliamentary étivity Charge (CEAP).
The fund is a single monthly quota intended to
defray the expenses of the Members of the
Lower Chamber, exclusively linked to the
exercise of the parliamentary activity; it is
limited to airfare expenses, telephony, postal
servicesmaintenance of offices in support of

LINE2SOGQa
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parliamentary  activity, subscription  to
publications, provision of food to the
parliamentarian, accommodation, leasing or
chartering of aircraft and several other listed
expenses.

With the use of Al, Serenata makes milgt
reports on public expenditures. Al helps to find
outlier uses in the data, including variations on
the price paid per unit of goods (such as the
cost of individual meals) as well as crossing and
matching suppliers. All findings are made
available onlie, and the key outliers feed a
Twitter chatbot that tags the politician and asks
for clarification.(In Portuguese;Cota para o
exercicio da atividade parlamentar")

All data used by the initiative are public. Public
data come from data made available by the
Chamber of Deputies, the National Treasury
and the Brazilian Government Transparency
Portal. Private sector data made available
publicly, such as Google and Fowsate
sources, are also used. Al is used to find outliers
and compare them to average prices stated in
rules. In other words, it filters a huge volume of
data to find expenditures that present a
discrepancy in relation to what the law has
established, or towhat average spending is.
Since the project began in 2016, it has reported
629 suspicious reimbursements to the
Chamber of Deputies, involving 216 different
congress members.

| Al and social media

A key characteristic of Serenata de Amor is its
activity on social media. Outliers of the
monthly reports are used to feed Rosie, a

Twitter chatbot that tags politicians on
suspicious uses of public expenditure. The
account has around 23,000 followers and
works as a channel of communication to
connect citizensand politicians. Rosie points
out spending that does not comply with what
was expected in a given context. Posts are
generally commented on by citizens. Some
include pictures and average prices of where
the expenses were made, others reinforce
requests tothe congress member to clarify the

query.

Rosie is also aided by Jarbas, a web platform
that aids to visualize data generated by Al, and
gKAOK Aa O2yySOuGSR 02
Jarbas allows interested citizens to investigat
the work done by Al, and also make it
accountable for its findings. The transactions
marked as suspect by Jarbas, often include a list
of checks and details that help to visualize why
the reimbursement is dubious. Some of the
checks include dataset crosgi(such as Google
maps street view of the company address) and
others just flag suspicious behaviour (such as
crossing a high value of USD 10,000 reimburse,
that was done with a simple receipt instead of
a document issued by a fiscal institution).

I Challenges

Project coordinators expected that once
irregularities were found, there would
appropriate followup. However, there was
typically no response. In spite of the large units
of analysis verified with the aid of Al (examining
more than 8 million spendmn events), public
prosecutors consulted by the project were
against allocating someone to investigate



misuses that could be as low value as a lunch.
Their stance was that the cost of pursuing such
petty transactions would be higher than the
value to be ranbursed.

The second challenge the project encountered
was unreliable data. Despite access to some-well
organized public datasets, other complementary
sources of information were made available
through low quality open data standards. For
example, to accesglata from the National
Treasury the user must bypass the National
¢ NBF &adzNE Q& & Ol 4biirteks t6 &
interact with the system, meaning only ad hoc
cases could make use of this resource. Total
automation is hindered by such processes.

Eventual system failure or vulnerability may end
up allowing third parties to misuse the data
obtained, to violate the privacy of politicians and
people connected to them. Location, patterns of
movements and behavioural preferences can all
be tracked throgh expense receipts. While
privacy and data protection concerns abound, a
detailed analysis of those issues is beyond the
scope of a study focused more narrowly on Al
for public sector service delivery.

| Opportunities

During interviews conducted as paof this
case study, the project leaders shared an
important insight. Although the project started
as an opportunity to fight corruption by making
use of public data, the use of Al showed a much
more promising path: a crowdsourcing
opportunity for data jounalism. Al in the
project is mainly used to acquire and organize
data, and this work allowed the project
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participants to focus on sharing their findings

about how public funds are used by politicians.
This is why Serenata continued to focus on
monitoring $nall spending cases rather than on

providing a systematic analysis of how funds
are being deployed by the Government. By
doing so, the project aimed to promote a

prosperous public debate, which spurs civic
engagement and a healthy exchange between
politicians and citizens.

Another opportunity surfaced by the project
was the use of open source code. This reduced
the costs of using data scientist (with more
than 600 of them volunteering for the project),
provided an active method to advance
algorithm transpaency, and to avoid claims of
political partisanship or partiality. This case
study therefore highlights that the labour and
cost saving benefits of using Al can trigger
unrelated outcomes, give rise to positive
externalities and even boosting civic
engagenent and public life.
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Endnotes

1 The project name, Serenata de Amor, the brand
name of a common chocolate in the country, was 3See Serenata de Amor NUMBERS: Rosie, our

AYALANBR o0& GKS a¢20t SNE Yot ih AulnbeNFadcested 4 BeSehbefHo18)

scandal in which a politician was pushed to resign https://serenata.ai/en/explore/
after being caught buying a Toblerone chocolate
bar with public noney.

2See Serenata de Amor NUMBERS: Rosie, our

Robot, in numbers (accessed 4 December 2018)
https://serenata.ai/en/explore/



https://serenata.ai/en/explore/
https://serenata.ai/en/explore/
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